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Abstract
Supervised Machine Learning (ML) is used in many safety-critical

applications, such as self-driving cars and medical imaging. Un-

fortunately, many training datasets have been discovered to con-

tain faults. The accuracy of individual models when trained with

faulty datasets can significantly degrade. In comparison, ensembles,
consisting of multiple models combined through simple majority

voting, are able to retain accuracy despite training data faults, due

to their classification diversity, and are thus more resilient. How-

ever, there are many different ways to generate ML ensembles, and

their accuracy can significantly differ. This creates a large search

space for ensembles, making it challenging to find ensembles that

maximize accuracy despite training data faults. We identify three

different ways to generate diverseMLmodels, and presentD-semble,
a technique that uses Genetic Algorithms and diversity to efficiently

search for resilient ensembles. We evaluate D-semble by measuring

the balanced accuracies and F1-scores of ensembles it finds. Com-

pared with bagging, greedy search, random selection, and the best

individual model, ensembles found by D-semble are on average 9%,

16%, 28%, 32% more resilient respectively.

CCS Concepts
• Computing methodologies → Ensemble methods; Discrete
space search; • Computer systems organization→ Reliability.
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1 Introduction
Many safety-critical applications, such as autonomous driving [3]

and medical diagnosis [46], use machine learning (ML). Supervised
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learning, a form of ML, needs well-labelled training data, neces-

sitating techniques such as crowdsourcing [9] and automated la-

belling by other ML models [17] to collect and label data at scale.

Unfortunately, these techniques are vulnerable to training data
faults [17, 20]. We focus on training data faults that occur uninten-

tionally rather than targeted faults introduced by an adversary (e.g.
data poisoning attacks), or faults affecting only certain classes.

Many well-used public datasets in various domains have been

found to contain training data faults, e.g., labelling errors (Table 1

summarizes discovered faults). The prevalence of such training data

faults can seriously degrade the ability of ML models to learn effec-

tively and classify test inputs correctly [41], and cause potentially

catastrophic failures. Misclassification in AVs can cause passenger

injuries or death, while misclassification in medical diagnosis can

lead to incorrect medical procedures, jeopardizing patient safety.

Eliminating training data faults is challenging [7, 8, 41] and

hence, we aim to mitigate the effect of such faults (as outlined

above). Our goal is to build resilientMLmodels. We define a resilient

ML model as one that retains high predictive capability despite be-
ing trained with faulty training data. Ensembles, which consist of

multiple, independently trained ML models on the same dataset,

have been shown to be more resilient to training data faults than

most techniques [7, 8, 57, 60]. This is because their constituent mod-

els learn different aspects of the feature space, enabling quorums

to outvote misclassifications by a model. However, as each model

in an ensemble is usually trained independently, large amounts of

computational resources are required to train ensembles. Further,

practitioners must experiment with a large number of model com-

binations to find resilient ensembles, which is time consuming [21].

Our objective is to reduce the computational effort involved in
finding the most resilient ensemble for a given task. Unlike existing
approaches that focus on finding the ensemble that makes the

most correct classifications under fault-free datasets, we focus on

searching for resilient ensembles that classifies correctly against

faulty training datasets. Finding resilient ensembles requires the

training dataset to be repeatedly injected with training data faults,

and evaluating the ensemble’s predictive capability until an optimal

combination (i.e., highest predictive capability for a given ensemble

size) is found. This is computationally expensive.

We propose D-semble, a metaheuristic search approach, which

efficiently finds ensembles that exhibit high resilience to training

data faults (for a given task). D-semble reduces the training time

during ensemble space exploration by using heuristics based on
increasing diversity among the models. Specifically, D-semble takes

(i) a training dataset, (ii) a set of models, and (iii) a set of diversity
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operators as inputs. It returns an ensemble achieving high predictive

capability despite the presence of training data faults. To the best
of our knowledge, we are the first technique to efficiently search the
space of ensembles to find ensembles resilient to training data faults.

Diversity operators systematically capture the ways to generate

diversity in ensembles. Through our analysis of related work, we

came up with three operators: (1) architecture, models of different

architectures, (2) data, models trained with different subsets of the

training data, (3) snapshots, models composed of different snapshots,

taken when a model converges at a local minimum during training.

D-semble’s metaheuristic search is based on Genetic Algorithms
(GAs) [19]. GAs utilize biologically-inspired evolution operations

such as crossover, mutation, and selection to efficiently search for

near-optimal solutions in large state spaces [2]. We introduce two

variations to the standard GA to further speed up the search, for

our problem space. First, D-semble applies constraint correction

to eliminate invalid ensemble combinations (i.e., those exceeding

the desired ensemble size) during crossover and mutation opera-

tions. Second, D-semble leverages diversity as a heuristic to guide

candidate selection, rather than using only accuracy metrics.

In summary, our principal contributions are:

• Identifying three diversity operators to systematically gen-

erate resilient ensembles against training data faults.

• Building D-semble
1
, a GA-based approach that is customized

to efficiently search for resilient ensembles against training

faults, using the above heuristics.

• Studying fault distributions in real datasets, and building a

fault injector based on the extracted fault distributions.

• Experimentally evaluating D-semble across three different

image-classification datasets using the fault injector, by (1)

comparing the predictive capability of generated ensembles

with each diversity operator applied independently, and (2)

the predictive capability versus time taken by D-semble to

generate ensembles with bagging, greedy search and random

selection. We use balanced accuracy (BA) and F1-score (𝐹1)

as metrics to measure predictive capability across balanced

and imbalanced multi-class datasets.

We have three main results. First, no individual diversity operator

consistently provides high resilience, motivating the need to search

for resilient ensembles combining the operators. Second, diversity

and resilience are reasonably well correlated, thus, making diversity

a good heuristic. Third, D-semble generates ensembles that are (on

average) 9%, 16%, 28% more resilient than bagging, greedy search

and random selection, while its search is only 1.5×, 3× and 4×
slower than these baselines (respectively), across fault types.

2 Background
2.1 Motivation and Fault Model
Similar to prior work by Chan et al. [7], we consider three types of

faults that commonly occur in training data.

(1) mislabelling faults – where data is erroneously labelled,

(2) repetition faults – where input-output pairs are repeated,

(3) removal faults – where a fraction of data may be deleted.

1
D-semble is available at https://github.com/DependableSystemsLab/Dsemble

Table 1: Training data faults found in datasets across different
domains. Mis stands for mislabelling.

Dataset Domain % Faulty Fault Type(s) Source

Udacity [55] AV 33 Mis, Removal [14]

Lyft Level 5 [24] AV 70 Mis, Removal [22]

ChestX-Ray14 [58] Medical 20 Mis [53]

ImageNet [13] Objects 5.83 Mis [41]

COCO [31] Objects 45.5 Mis, Removal [38]

GTZAN [54] Music 10.6 Mis, Repetition [51]

We collated a list of real-world datasets, over multiple domains,

where training data faults were reported (Table 1). Mislabelling and

removal faults (up to 70%) have been reported, even in safety-critical

datasets [47], such as the Lyft and Chest X-Ray datasets. Repetition

faults have been found in a well-used music dataset GTZAN [51].

Thus, training data faults are prevalent in real-world datasets.
Prior work on training data faults [7, 8] has largely focused on

symmetrically (uniformly) distributed faults across label classes for

simplicity. For example, the fault distribution for mislabelling is

represented by a noise transition matrix, which is a square matrix

where each row represents the instances of samples labelled as a

certain class, while each column represents the instances belonging

to the actual class. The diagonals represent the number of instances

that are correctly labelled, while the off-diagonals are the number of

instances that are mislabelled. Because the noise transition matrix

is not known without manually inspecting the training dataset, a

symmetric fault pattern (Fig. 1a) where the off-diagonals are equal,

is usually assumed. In real datasets, however, distributions may

not be symmetric because certain label classes can be more easily

confused with one another during labelling, e.g., images of cats

may be more similar to dogs rather than trucks, resulting in a

higher likelihood for mislabelling. For example, fault distributions

in CIFAR are asymmetric (Fig. 1b).

It is important to find resilientMLmodels against varying amounts

of training data faults and fault types. During development, practi-

tioners often train ML models on smaller training datasets due to a

lack of production data availability [39]. Smaller datasets are easier

to inspect and clean. A larger production version of the dataset may

only become available during later stages of the ML lifecycle [26],

which may contain larger amounts of training data faults. Practi-

tioners may find high accuracy models during development, then

retrain and deploy those models on the production data, on the

misleading assumption that their accuracy is retained [39].

0 1 2 3 4 5 6 7 8 9
Given Labels

0
1
2
3
4
5
6
7
8
9

Tr
ue

 L
ab

el
s

3497
3497

3497 167
3497

3497
3497

3497
167 3497

3497
3497

(a) Symmetric Noise

0 1 2 3 4 5 6 7 8 9
Given Labels

0
1
2
3
4
5
6
7
8
9

Tr
ue

 L
ab

el
s

4721 13 103 22 28 11 9 12 66 29
11 4811 3 2 2 2 3 0 21 55
69 6 4294 69 78 56 62 40 17 6
30 8 110 4499 99 385 75 85 24 27
24 2 120 77 4621 61 29 81 6 6
12 3 78 339 43 4374 23 76 3 5
5 8 107 92 58 31 4877 9 6 9
11 1 27 31 67 53 3 4592 4 6
83 31 15 13 10 4 7 6 4851 29
37 75 6 14 7 5 3 5 24 4832

(b) Observed Fault Pattern

Figure 1: Noise Transition Matrices for CIFAR-10

https://github.com/DependableSystemsLab/Dsemble
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2.2 Ensembles
Ensembles consist of multiple ML models trained independently,

inspired by N-version programming [10, 36, 61]. During inference,

the same input is fed into each ML model in the ensemble, which

will in turn make individual predictions. These predictions are then

combined through a voting scheme (i.e. simple majority voting)

to produce a single prediction. Ensembles for classification have

been found to be resilient against faulty training data due to the

prediction diversity among its constituent models [7, 28]. Com-

pared to other mitigation techniques against faulty training data,

ensembles have also been shown to be the most resilient overall,

while requiring no additional hyperparameter configuration [8].

2.3 Genetic Algorithms (GAs)
Genetic Algorithms (GAs) [19] use meta-heuristic search inspired

by biological evolution. GAs aim to find the candidate with the high-

est fitness score, which determines how satisfactory a candidate

solution is at solving the problem, without exhaustively exploring

the entire search space. The GA terminates when any of the fol-

lowing occurs: (1) a candidate reaches a desired fitness score, (2)

the algorithm exceeds a given time or number of rounds, or (3) the

algorithm satisfies a custom termination condition.

2.4 BA, 𝐹1 - Metrics for Predictive Capability
We use balanced accuracy (BA) [56] to measure predictive per-

formance in multi-class datasets. In imbalanced datasets, where

the number of samples belonging to each class is asymmetric in

the training dataset, BA avoids a situation where a model’s poor

performance in underrepresented classes is masked by its supe-

rior performance in overrepresented classes. BA is calculated by

measuring the recall for each class separately, and averaging them.

Furthermore, BA and accuracy are similar for balanced datasets [56].

For certain binary datasets where false positives and negatives (i.e.
missed medical diagnoses) are more important than true negatives

(i.e. benign outcomes), we use the F1 score (𝐹1) [11] instead, which

is calculated by the harmonic mean of the precision and recall.

3 Motivating Example
We present an illustrative example based on actual experimental

observations to demonstrate the importance of selecting ensembles

carefully when the training data contains faults. CIFAR-10 [27] con-

tains more than 50,000 images belonging to 10 different categories

of objects, and each class has 5000 images. We inject the origi-

nal CIFAR-10 training dataset with mislabelling faults at five fault

amounts from 10% to 50%, to achieve five faulty training datasets.

These fault amounts are consistent with previous studies that show

33% [14] to 70% [22] of AV training datasets are faulty.

We focus on neural networks for ML models due to their ubiq-

uitous use in image classification. Suppose we have seven neural

network architectures: ConvNet, DeconvNet, MobileNet, ResNet18,

ResNet50, VGG11, VGG16. We train each neural network on each of

the five faulty training datasets. We exhaustively create ensembles

of three models out of the seven possible neural networks at each

fault amount. That is, for a single fault amount, we obtain

(
7

3

)
= 35

different ensembles. Each ensemble consists of three independently

trained models on the same faulty training data. During inference,
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Figure 2: Boxplots of Size 3 Ensembles, CIFAR-10 with Mis-
labelling. Best and Worst Resilient Ensembles shown. BA
Versus Fault amount. BA on y-axis starts at 0.2.

the same input image is fed into each model, and the models use

simple majority voting to decide on a single prediction output. We

choose ensemble sizes of three as it is the minimal number of mod-

els required for simple majority voting, and provides the maximum

number of ensemble combinations.

We ask: Is it important to select ensembles to achieve high BA
under training data faults? We measure the BA of each ensemble

and present a boxplot of the BA of 35 ensembles at each fault amount

(Fig. 2). The orange line indicates the median resilient ensemble (i.e.
a randomly chosen ensemble), while the top and bottom whiskers

indicate the most and least resilient ensembles at each fault amount.

We show ensemble (𝐵3) consisting of three models (ConvNet,

ResNet50, VGG11), with the highest BA and thus, most resilience,

across five fault amounts, denoted by the green line. 𝐵3 is the ensem-

ble with the lowest Euclidean distance between the top whiskers

across fault amounts. In contrast, the least resilient model (𝑊3) is

shown as the red line.𝑊3 has the lowest Euclidean distance from

the bottom whiskers. We make two observations from the figure:

(1) There is a significant difference in BA (up to 0.38) between

the most and least resilient ensembles.

(2) On average, as the fault amount increases, the BA gap be-

tween the whiskers of the curve also increases from 0.16 to

0.47, starting at 10% mislabelling.

We infer that one must carefully select ensembles, especially when

faults are present in training data. If not, prediction capabilities

degrade significantly.

4 Methodology
4.1 Overview
We show the workflow for D-semble, our search framework for re-

silient ensembles in Fig. 3. D-semble consists of seven components,

namely: 1 Fault Pattern Extraction and Injection, 2 Model Can-

didates, 3 Diversity Operators, 4 Ensemble Candidates, 5

Diversity-based Heuristics, 6 Fitness Function, 7 Evolutionary

Search Optimization.

D-semble uses evolutionary search for ensemble architecture

search. Model candidates consist of an initial pool of individual

untrained models (i.e. ResNet50 or VGG16). Diversity operators are

used for ensemble diversity generation (i.e., how to generate differ-

ent models in an ensemble?). Ensemble candidates are generated

by applying different diversity operators on the model candidates.
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to the components in the workflow.

Diversity metrics measure the diversity between models in an en-

semble, and are used as the heuristic to accelerate the search algo-

rithm’s convergence. The fitness function is used to determine how

close an ensemble candidate is to achieving the search objective.

We use BA as the fitness function. The BA of the ensembles

are evaluated across different fault amounts and averaged in each

round. After each round, the ensemble candidates with the lowest

combination of BA and diversity heuristic are removed. The evolu-

tionary search optimization consists of crossover and mutation to

breed the next generation of ensemble candidates. Crossover swaps

the ensemble components (i.e., model candidates and diversity op-

erators) between two ensemble candidates. Mutation randomly

changes one of the ensemble components (i.e. models) to another.

The evolutionary search optimization explores different ensemble

candidates, guided by the diversity-based heuristic.

In the following subsections, we explain why we use an evolu-

tionary search approach for D-semble, and discuss the (1) train-

ing data fault injection, (3) diversity operators, (5) diversity-based

heuristic functions, and (7) evolutionary search.

4.2 Fault Pattern Extraction and Injection
We explain how we extract the fault pattern (i.e. the noise transition
matrix) using CIFAR-10 as an example. We use Cleanlab [42], a tool

that deploys statistical methods to identify mislabelled data, to

extract the fault pattern for CIFAR-10, resulting in an asymmetric

matrix seen in Fig. 4a. Cleanlab identifies mislabelled data based

on the confidence (i.e. softmax output) of any ML model trained

on the dataset, and produces a list of probable mislabelled samples.

We convert this list into a noise transition matrix (Fig. 4a).

𝑔 =

(
𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

|𝑥𝑖 − 𝑥 𝑗 |
) /

2𝑁 2𝑥. (1)

Our fault injector injects faults based on the distribution in the

noise transition matrix. More formally, let 𝑇 ∈ W2
represent the

extracted noise transition matrix from a dataset. We express fault in-

jection as a function, 𝑑 :W2,R→W2
. Suppose we wish to perform

fault injection based on𝑇 . A new noise matrix𝑇 ′ ∈ W2
is computed

so it reaches a target fault amount, famt, where 𝑇
′ = 𝑑 (𝑇, famt).

Synthetic noise is added to𝑇 by increasing the off-diagonals (misla-

belled instances), while decreasing the diagonals (correctly labelled

instances). For example, to inject famt = 30% mislabelling faults

into CIFAR-10, the resulting 𝑇 ′
is shown in Fig. 4b.

We use the Gini coefficient [43] (𝑔) to represent noise imbalance.

The Gini coefficient measures the inequality of values, and ranges

from 0 to 1, where 0 is for total equality (symmetric distribution)

and 1 is for total inequality. Its equation is shown in Eq. (1) where

𝑁 is the number of classes, and 𝑥 is an off-diagonal element in the

noise transition matrix. Let 𝑔 :W2 → R. Since the noise imbalance

must remain constant between the before and after matrices,𝑔(𝑇 ) =
𝑔(𝑇 ′). This is because the off-diagonals in𝑇 ′

increase proportionate

to each other while the diagonals decrease, as the mislabelling fault

amount rises. In the example, 𝑔 for both 𝑇 and 𝑇 ′
is 0.6.
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Figure 4: Noise Transition Matrices for CIFAR-10

4.3 State Space and Choice of Search Algorithm
We considered the scale of the state space to find a resilient ensemble

across multiple diversity operators, model architectures, and fault

amounts. Suppose we keep the fault type fixed and the ensemble

size to be 𝑘 , and let 𝑑 represent the number of diversity operators, 𝑛

represent the number of architectures, 𝑓amt represent the number of

fault amounts. The state space size is then 𝑓amt ×
(𝑛×𝑑
𝑘

)
≈ (𝑛 × 𝑑)𝑘 ,

which is exponential, rendering exhaustive search impractical. As

shown in Section 3, it is also paramount to pick resilient ensembles

carefully. Therefore, we seek a search algorithm that finds the best

solution, given some objective function, avoiding exhaustive search.

GAs are a good choice, as they have been used to efficiently explore

very large state spaces [16] in a variety of applications.

4.4 Diversity Operators
Diversity is a key component of ensembles’ resilience against faulty

training data by enabling misclassifications from one model to be

overcome by others or causing models to fail in different ways,

thus aiding failure detection (i.e. reverting to manual control in

an autonomous vehicle) [7].We identify three diversity operators

(techniques to generate diversity in an ensemble) that were most

effective at improving predictive capability over single models.

Architecture diversity [7, 61] is where models in the ensemble

have different architectures. For instance, an architecturally diverse

ensemble of size 3 may consist of MobileNet, ResNet50, VGG16.

MobileNet has depthwise convolution layers, while ResNet50 has

residual (skip) layers and VGG16 has regular convolution layers. We

use a pool of 7 architecturally diverse models to generate diversity.

Data diversity, based on bagging [4], a highly resilient method

against faulty training data [25], is where the same ML architecture

is trained on different subsets of the dataset that are randomly sam-

pled with replacement. We set the bagging percentage to 63% [4].

Snapshot diversity [21] is an ensemble generated from different

convergence points (called snapshots) at local minima along the
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loss function by the same ML architecture. Each time convergence

is achieved before converging on a global minimum, the model

may focus on certain input features. Snapshot diversity leverages

these input feature specializations among snapshots. We use cosine

annealing, which varies the learning rate in a cycle, to reach local

minima along the loss function [32].

4.5 Heuristics: Ensemble Diversity Metrics
Diversity enables ensembles to be resilient against training data

faults [7]. Therefore, we use the diversity value as a heuristic to

select ensemble candidates at each round of the GA. Ensemble diver-

sity metrics can be classified [28, 52] as pairwise and nonpairwise.
Pairwise metrics measure diversity between two models, while

non-pairwise metrics measure diversity on two or more models.

Our diversity metric is an average of a pairwise and a nonpair-

wise metric: the disagreement measure (Dis) [28] and the Shannon

equitability index (𝐻 ) [7]. We found that taking an average of both

diversity metrics provided more stable values between runs. Sup-

pose there are two models 𝐴 and 𝐵 in an ensemble, and there are 𝑁

total inputs in the test set. 𝑁𝐴�̄� denotes the number of inputs that

were correctly classified by 𝐴, but misclassified by 𝐵. 𝑁𝐴𝐵 denotes

the reverse case. Then, the disagreement measure (Dis) is given by:

Dis =
𝑁𝐴�̄� + 𝑁𝐴𝐵

𝑁
(2)

The Shannon equitability index (𝐻 ) is calculated on the ensemble

prediction of a single test input. The 𝐻avg denotes the average 𝐻

over the entire test set. If 𝑆 denotes the number of classes in a

dataset, and 𝑝𝑖 denotes the proportion of predictions belonging to

class 𝑖 , then 𝐻 is given by:

𝐻 = −
(

𝑆∑︁
𝑖=1

𝑝𝑖 ln𝑝𝑖

) /
ln 𝑆. (3)

Bothmetrics range between 0 and 1, where higher values indicate

greater diversity. Hence, the final diversity heuristic formula used

by D-semble is given by:

Diversity = 0.5 × Dis + 0.5 × 𝐻avg (4)

4.6 D-semble Implementation of the GA
Encoding. We demonstrate how D-semble encodes ensemble com-

binations for GA. Suppose we want to encode an ensemble of size

𝑘 = 3, with a pool for seven initial architectures, and three diver-

sity operators. The encoding is shown in Fig. 5 and has 21 total

elements. The encoding is divided into seven elements for each

diversity operator, resulting three divisions. The relative index 𝑖

in𝑚𝑖 within a division indicates the model architecture. Suppose

𝑚0,𝑚1,𝑚4 represent ConvNet, DeconvNet, ResNet50 respectively.

Each element represents the number of times that a diversity

operator is applied on a model architecture. Elements can carry any

value between ‘0’ and the ensemble size, 𝑘 . Architecture elements

are limited to ‘0’ or ‘1’ as D-semble does not permit repeats of the

same architecture and trained weights. Therefore, the encoding in

Fig. 5 represents a three model ensemble consisting of a ConvNet,

a DeconvNet trained on a data subset, and a snapshot of ResNet50.

Crossover andMutation.D-semble uses the standard crossover

and mutation operations as defined in GA [19]. As an example of

100000001000000000100
Arch Data SnapshotDiversity Operators:

Encoded Array:

m0 m1 m4

Figure 5: Example ensemble of size 3, encoded by D-semble
with 7 initial architectures and 3 diversity operators.

100000001000000000100Parent 1: 00010000000100

000100000010001000000Parent 2:

1000000

010000010000000001000

Figure 6: Crossover of 2 ensembles. Dividing lines show ran-
domly chosen crossover points, depending on crossover rate.

Original:

Mutated:

100000000000001000100

1000000000000000001000 3

Corrected: 0000000000000000001002

Figure 7: Mutation of an encoded ensemble. Indices are ran-
domly chosen for mutation, depending on mutation rate.

crossover applied to two encoded ensembles (Fig. 6), two crossover

points are randomly chosen, depending on the crossover rate, and

are indicated by the two lines. D-semble applies two crossover

points for every crossover operation. As an example of mutation on

a single encoded ensemble (Fig. 7), each index is randomly chosen

for mutation, depending on the mutation rate. Then the element

value is swapped for another valid value (i.e., 0 to 1, or 1 to 3).

The values represent whether a model is selected (non-zero value)

and how many times a diversity operator is applied. In Fig. 7, the

mutation deselects 𝑚0 (ConvNet, trained for fixed epochs), and

selects a snapshot of ConvNet (local convergence).

Constraint Correction. Ensembles created through crossover

and mutation may violate the problem constraints. For example,

when searching for ensembles of size 3, D-semble can sometimes

generate ensemble combinations exceeding three models, as seen

in Fig. 7. We implement constraint correction based on the concept

of repairing constraint-violating candidates [37] by making correc-

tions to candidates rather than discarding them - this also speeds

up convergence. Constraint correction corrects the above case by

randomly removing additional models. Constraint correction can

also randomly add models to the ensemble, by activating elements,

when the ensemble is short of the required size.

5 Evaluation
5.1 Research Questions (RQs)

(1) How are real-life faults distributed in datasets?

(2) What is the impact of different diversity operators on the

resilience of ensembles?

(3) How do ensembles found byD-semble comparewith baseline

approaches?

(4) How does D-semble perform across fault types?

(5) How do ensembles found by D-semble perform relative to

the search time, compared to other approaches?

5.2 Experimental Setup
Datasets.We use three datasets for our evaluation (Table 2): CIFAR-

10, GTSRB, and Pneumonia. The German Traffic Sign Recognition

Benchmark (GTSRB) [50], a training dataset for Autonomous Vehi-

cles (AVs), contains more than 50,000 images belonging to 43 differ-

ent types of traffic signs in Germany. The Pneumonia dataset [23],
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Table 2: Image classification datasets and metrics used

Name Dataset Size Task (# Classes) Evaluating

Training Test Metric

CIFAR-10 [27] 50,000 10,000 Objects (10) BA

GTSRB [50] 39,209 12,630 Traffic signs (43) BA

Pneumonia [23] 5,239 624 Chest X-rays (2) 𝐹1

Table 3: Neural network architectures used

Name Depth Architecture Summary

ConvNet Moderate 3 Conv + 3 FC + Max Pooling

DeconvNet Moderate 4 Conv + 2 FC w/ 0.5 Dropout

VGG11 Deep 13 Conv + 3 FC + Max Pooling

VGG16 Deep 13 Conv + 3 FC + Max Pooling

ResNet18 Deep 17 Conv + 1 FC + Avg Pooling

MobileNet Deep 27 Conv + 1 FC + Avg Pooling

ResNet50 Deep 49 Conv + 1 FC + Avg Pooling

consists of 5,863 X-ray images of paediatric patients in China. GT-

SRB and Pneumonia both represent safety-critical applications.

Pneumonia is smaller than other datasets, as it is difficult to curate

quality medical images [5]. We use 𝐹1 to evaluate Pneumonia, a

binary dataset, where false positives and negatives are more impor-

tant than true negatives. We use BA for CIFAR-10 and GTSRB. We

use the pre-defined training and testing splits in all three datasets.

All three datasets are well-curated, hence, we assume they have

minimal inherent faults (< 5%) other than those that we inject. The

golden model is hence trained on the original dataset. For example,

images in CIFAR-10 were manually labelled [27], while images in

the GTSRB dataset were labelled automatically but later verified by

humans [50]. Images in the Pneumonia were verified by physicians.

We considered only image datasets as it was challenging to

find adequately well-curated datasets for other applications. Addi-

tionally, we used relatively small datasets as we need to evaluate

different ensemble search approaches in a reasonable time as we

need to retrain the models from scratch after each fault injection.

Models. For our experiments, we used seven popular neural

networks for image classification (Table 3) of varying architec-

ture types and depth: ConvNet, DeconvNet, MobileNet, ResNet18,

ResNet50, VGG11, and VGG16. We used these specific models for

our evaluation as they have varying number of layer depths, and

diverse architectural components (i.e. depthwise convolution lay-

ers in MobileNet and residual layers in ResNet models). Diverse

networks provide a favourable starting point for ensemble search.

Fault Injection. We extend the TF-DM fault injector [40] to

inject faults into training datasets. TF-DM supports the injection of

mislabelling, removal and repetition faults. Mislabelling faults affect

some label classes more than others; removal and repetition faults

are equally likely to impact any label class. Thus, we use asym-

metric fault distributions for mislabelling faults, and symmetric

distributions for removal and repetition faults.

TF-DM injects faults of a selected fault type into a fixed propor-

tion, indicated by the fault amount, of the training data, chosen

at random. For mislabelling, we modified TF-DM so it performs

stratified sampling based on label classes, and selects a fixed pro-

portion of samples corresponding to the off-diagonal entry in the

noise transition matrix. Then, for each selected sample, the original

label is swapped with the target label.

We inject the three types of training data faults (Section 2.1), with

one fault type and one fault amount per run. The fault amounts (10%-

50%) resemble approximate observations in real datasets (Table 1).

Each model is first trained with fault-free training data to obtain

a golden model. Then, the model is retrained with fault injected

training data, resulting in faulty models. The predicted labels by

the model against the actual labels in the test dataset to obtain BA.

We focus on ensembles consisting of three models, the minimum

number required for simple majority voting, as there is a diminish-

ing return for BA as more models are added [7], while incurring

additional training and inference overheads. We experiment with

larger ensembles of five and seven models (Section 5.8). All ensem-

bles are constructed using individually trained models. Ensembles

and individual models are all trained on identical training datasets,

using the pre-defined training and testing splits.

Baselines. We select four baselines to compare with D-semble:

bagging, greedy search, random selection, and the best individual

model. Since bagged ensembles are very resilient (e.g. more than

boosting) against faulty training data [25], we compare D-semble

with the most resilient ensemble found through bagging, by config-

uring D-semble to only search ensembles where the data diversity

operator is applied on the same candidate model. We select greedy

and random search as baselines since they are faster and simpler

than D-semble’s GA, as they use neither GA nor diversity heuristics.

Greedy search generates an ensemble by taking the most resilient

individual model at each fault amount (i.e. 10%, 30%, 50%), and
combining them together. Random selection, as the name suggests,

obtains an ensemble by randomly sampling from all possible com-

binations of ensembles, across different diversity operators and

architectures. We also select the best individual model for each

fault configuration (dataset, fault type and amount) as a baseline to

determine if ensembles provide any significant resilience. Individual

models require the least effort to train and deploy.

Experimental Environment. For our experiments, we used

a 64-bit AMD Ryzen Threadripper 3960X 24-Core Processor with

256GB RAM and three NVIDIA RTX 3070 GPUs. In total, training

and inference took 15 days of computation time, as each ensemble

search approach was run 10 times on each fault configuration to

reduce its variance (we computed 95% confidence intervals).

5.3 D-semble Hyperparameters
D-semble is based on GAs, and hence we need to determine two

hyperparameter values: crossover rate, 𝑝𝑐 , and mutation rate, 𝑝𝑚 .

We experiment on CIFAR-10 to determine suitable values for 𝑝𝑐
and 𝑝𝑚 . However, similar results were found for the other datasets.

The first hyperparameter is 𝑝𝑐 , a value between 0 and 1 control-

ling the rate at which elements between two candidate solutions

are randomly swapped (Section 4.6). We set 𝑝𝑐 to different values

(0.25, 0.5, 0.75), and allow D-semble to search for the most resilient

ensemble. We observe that higher values of 𝑝𝑐 yield ensembles with

higher BA, which are more resilient. Therefore, we set 𝑝𝑐 = 0.75.

The second hyperparameter is 𝑝𝑚 , a value between 0 and 1,

which controls the rate at which elements in a candidate solution

are randomly mutated (Section 4.6), to support exploration of new

candidates. We set 𝑝𝑚 to different values: 0.25, 0.5, and 0.75, and

found that 𝑝𝑚 = 0.5 returns ensembles with the highest BA. If 𝑝𝑚 is

too low, D-semble does not explore enough candidates to converge

to a better solution. If 𝑝𝑚 is too high, D-semble explores too many

candidates and takes much longer to converge.
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5.4 RQ1: Real-Life Fault Distributions
We focus on mislabelling faults and analyze their distribution in

datasets. We omit removal and repetition faults due to their uni-

form distributions. We ask: Does mislabelling occur symmetrically
(uniformly) across label classes in a dataset or does there exist more fre-
quent occurrences of mislabelling in certain classes (non-uniformly)?

We utilize our fault pattern extractor (Section 4.2) to obtain

the noise transition matrices and measure their Gini coefficients.

The Gini coefficients for CIFAR-10, GTSRB, Pneumonia are 0.6,

0.95, 0.2 respectively. In addition to these datasets, we also analyze

datasets that have been found to have large quantities of misla-

belling such as Animal-10N [49] and Food-101N [30], and find that

the Gini coefficients are 0.5 and 0.9. Faults in real-life datasets are
not symmetrically distributed across classes, but rather concentrated
in specific label classes. Pneumonia is the only exception as it only

contains two label classes. We, therefore, base our experimental

fault injection for mislabelling on asymmetric fault distributions

extracted from the datasets. We manually verified Cleanlab [12]

and our fault pattern extractor by comparing the noise transition

matrix extracted from CIFAR-10, with that of CIFAR-10N [59], a

version of CIFAR-10 manually relabelled by three human Amazon

Mechanical Turk workers. We observe similar noise matrices.

Observation 1. Mislabelling faults in real datasets are not sym-
metrically distributed, but concentrated in specific classes.

5.5 RQ2: Resilience by Diversity Operator
To find which diversity operator provides the highest resilience, we

applied the diversity operators, one at a time each, to generate en-

sembles of three models. Since we have 7 different neural network

architectures, we produce a total of 49 ensembles, broken down

into:

(
7

3

)
= 35 architecturally-diverse ensembles, 7 data-diverse en-

sembles and 7 snapshot-ensembles. The data-diverse and snapshot

ensembles are generated with a single architecture each. For in-

stance, a data-diverse ensemble is constructed by training ResNet50

on three random subsets of the training data.

We performed 20 fault injections (for each fault amount and

fault type) and measured the BA (𝐹1 for Pneumonia) of the most

resilient ensemble, generated by each diversity operator. We report

only mislabelling faults in this experiment (Figs. 8a, 8c and 8e),

but the results were similar for other fault types. For example, the

BA reported by the architecturally-diverse ensemble is the best

out of 35 ensembles. As expected, we observe that both BA and 𝐹1

decrease as the fault amount increases.

We find that architecturally-diverse ensembles are, overall, the

most resilient, i.e., highest BA or 𝐹1. However, there are many excep-

tions, particularly for the Pneumonia dataset (Fig. 8e) and at higher

fault amounts (50%) where the data-diverse and snapshot-diverse

ensembles outperform the architecturally-diverse ensembles. Thus,

no individual diversity operator consistently generates ensembles of
high BA or 𝐹1. Therefore, we need to search all candidate ensembles,

across diversity operators, to find the most resilient ensembles.

Next, we examine correlation between ensemble diversity and

resilience. We calculate ensemble diversities (Eq. (4) in Section 4.5).

We ask: Is diversity a good predictor of BA and 𝐹1 under faults?
We perform a two-step experiment to answer this question. First,

we plot the diversity of every ensemble at 10% faults against its BA
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Figure 8: BA, 𝐹1 of the most resilient ensemble, generated
by each diversity operator (a, c, e), trained on each dataset,
injected with varying amounts of mislabelling. (b, d, f) BA,
𝐹1 of the most resilient ensemble, found by each approach.
Error bars indicate 95% CI. BA, 𝐹1 on y-axis begin at 0.5.
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Figure 9: Scatterplots of Ensemble (a) Diversity at 10% Faults
Vs BA at 50% Faults. Trend line: 𝑦 = 0.39𝑥 + 0.43. (b) BA at 10%
Faults Vs BA at 50% Faults. Trend line: 0.63𝑥 + 0.09.

at 50% faults, across CIFAR-10 and GTSRB (Fig. 9a). We compute

the coefficient of determination, 𝑅2
, between diversity and BA. The

computed 𝑅2
value is 0.74, which indicates a moderate correlation.

Second, we plot the BA of every ensemble at 10% faults against

its BA at 50% faults (Fig. 9b) and find that 𝑅2 = 0.39, which denotes

a weak correlation. Examining the data, we find that ensembles

with high BA at lower fault amounts (i.e. 10%) may not also have

high BA at higher fault amounts (i.e. 50%). In contrast, ensembles

with high diversity at lower fault amounts are likelier to have more

consistent BA values, thus avoiding drops in BA, even at higher

fault amounts. Therefore, diversity is a better predictor of BA at
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higher fault amounts, making it a more suitable heuristic for finding

resilient ensembles. We find a similar result using 𝐹1 in Pneumonia.

Observation 2. No individual diversity operator consistently of-
fers ensembles with the highest BA or 𝐹1, across all configurations.

Observation 3. Diversity is more effective than BA and 𝐹1 for
finding resilient ensembles against faulty training data.

5.6 RQ3: D-semble Vs Baseline Approaches
In the previous RQ, we established a need to search for resilient

ensembles as no single diversity operator universally offers high

resilience. We compare D-semble with four baselines (Section 5.2).

We ask: How does the resilience of ensembles generated by D-semble
compare to that of ensembles generated by baseline approaches?

We compare D-semble to baselines across all three datasets

(Figs. 8b, 8d and 8f). We average the BA (𝐹1 for Pneumonia) of

ensembles obtained by each approach (from 10 runs), across dif-

ferent fault amounts. As before, we focus on the results for misla-

belling, but obtained similar results for other fault types. We bound

D-semble’s search time for each run to one hour, and report the BA

or 𝐹1 of the most resilient ensemble generated by then.

Ensembles generated by D-semble have the highest BA and

𝐹1 across configurations. D-semble outperforms the second best

approach, bagging (by 6% on average) in CIFAR-10 and Pneumonia

(Figs. 8b and 8f) and greedy search (by 4% on average) in GTSRB

(Fig. 8d). For GTSRB, bagging was less effective as extra models are

required to achieve comparable performance to other approaches

due to the larger number of classes. Random selection is the worst

ensemble search approach but still outperforms the best individual

model by 4% higher BA and 𝐹1.

To statistically confirm our results, we perform single-tailed

unpaired t-tests between D-semble and the two best alternatives,

on each dataset separately, against a confidence interval (CI) of 95%.

We show our analysis for GTSRB at 10% mislabelling, as it had the

smallest range of BA among datasets (the most conservative case).

Let 𝜇𝐷 be the mean ensemble BA returned by D-semble, 𝜇𝐺
be greedy selection. Under the null hypothesis, 𝐻0 : 𝜇𝐷 ≤ 𝜇𝐺 . 𝑛,

the sample size, is 10 runs. The mean and standard deviations for

D-semble and greedy are (0.89, 0.02) and (0.87, 0.02) respectively.

The 𝑝 value is 0.0382, which is less than 0.05 (CI), thus, rejecting

𝐻0. Comparing against bagging, the second best approach, 𝑝 = 0.02

, which is less than 0.05. Thus, D-semble is significantly better

than both greedy selection and bagging in generating resilient

ensembles.

Observation 4. D-semble generates more resilient ensembles than
bagging, greedy search, random selection and best individual model.

5.7 RQ4: Performance across Fault Types
We examine D-semble’s ability to find resilient ensembles against

different types of training data faults. Previously, we focused on

mislabelling faults due to space. Table 4 summarizes the BA and 𝐹1

of ensembles found by D-semble across fault types, where the fault

amount is 30%. D-semble is able to find resilient ensembles, with

minor variations across fault types, in all three datasets.

We find D-semble has a lower BA and 𝐹1 against both misla-

belling and removal faults, compared to repetition. This observation

is similar to howmislabelling and removal have a more pronounced

Table 4: Average BA and 𝐹1 (Pneumonia) of ensembles found
by D-semble across fault types, where the fault amount is
30%. Error bars represent 95% Confidence Intervals.

Dataset Metric Mislabelling Removal Repetition

CIFAR-10 BA 0.83 ± 0.02 0.82 ± 0.01 0.90 ± 0.01

GTSRB BA 0.81 ± 0.02 0.85 ± 0.01 0.87 ± 0.01

Pneumonia 𝐹1 0.80 ± 0.02 0.76 ± 0.01 0.89 ± 0.01

effect on the BA of individual models [7]. Especially, in the case

of Pneumonia, where there are fewer training samples, removal

faults can have a significant impact on the individual model, and the

subsequent ensemble. GTSRB is the exception, in which D-semble

appears to find ensembles with consistently high BA across fault

types. D-semble finds ensembles with higher diversity on average

in GTSRB (0.56) compared to CIFAR-10 (0.37) and Pneumonia (0.17),

which explains the higher average BA in GTSRB across fault types.

Observation 5. D-semble is able to find ensembles with high
resilience across different fault types.

5.8 RQ5: Performance by Search Time
We answer the question of how much BA can be achieved if the

search time is bounded in D-semble. Because fault pattern extrac-

tion and training data fault injection is a one-time cost, we only

consider the search time of ensembles. D-semble has no preset termi-

nation condition, apart from the number of iterations. If D-semble is

run longer, more candidate ensembles can be explored, potentially

finding more resilient ensembles. However, bagging, greedy search,

random selection have a fixed runtime length as they terminate

when an ensemble is either found or selected, respectively.

We also compare D-semble with itself without the diversity

heuristic applied, denoted as ‘D-semble w/o H’. In ‘D-semble w/o

H’, D-semble selects the top candidates in each round, based on their

BA (or 𝐹1 for Pneumonia) instead of their diversity. This evaluation

is to understand the impact of the diversity heuristic.

We show the BA, 𝐹1 of the generated ensembles versus the time

spent on ensemble search, using each approach (Fig. 10). For space

reasons, we show only the results for three fault configurations.

However, we obtained similar results for other configurations. We

report the BA and 𝐹1 at 30% faults. The best individual, greedy

search and random selection results are shown as detached straight

lines, as they have fixed times. D-semble, ‘D-semble w/o H’ and bag-

ging are shown as line plots with multiple points, each representing

the best ensemble found at different termination times.

In most cases, if D-semble is run for longer, the BA and 𝐹1 of

the found ensemble improves. However, there is a saturation point,

beyond which increasing search time no longer improves the BA.

Overall, D-semble offers a much more resilient ensemble than the
other baselines. The ensemble found by D-semble is 9%, 16%, 28%,

32% more resilient than bagging, greedy search, random selection,

the best individual model at 1.5×, 3×, 4×, 7× the search time re-

spectively. Moreover, we see that D-semble always outperforms

the baselines, especially the best individual model, when capped at

a similar search time (Fig. 10a).

Furthermore, D-semble offers more resilient ensembles com-

pared to the other techniques (Fig. 10), even without the diversity

heuristic, as shown by ‘D-semble w/o H’. However, ‘D-semble w/o
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H’ takes longer to reach saturation than D-semble. On average, ‘D-

semble w/o H’ takes 1.4× time of D-semble to reach saturation, with

a similar BA. Thus, the diversity heuristic enables better prediction

of ensemble BA across different fault amounts rather than directly

using the BA. Further, the diversity heuristic helps D-semble find

more resilient ensembles with less search time.

While we considered ensembles consisting of only three models,

we analyze how D-semble performs when searching for ensembles

of different sizes in Fig. 10d. We configured D-semble so it searches

for the most resilient ensemble from size 3 up to size 𝑘 (=5,7). Due

to the diversity heuristic, D-semble favours larger ensembles over

smaller ones. Larger ensembles also exhibited higher BA compared

to smaller ensembles initially. However, smaller ensembles enable

searching for higher BA ensembles more quickly. Given sufficient

search time, ensembles of any size converge to a similar BA.
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Figure 10: BA and 𝐹1 of generated ensemble by each approach
versus search time spent, for each fault type and dataset.
D-semble w/o H indicates the use of D-semble without the
diversity heuristic applied. BA and 𝐹1 on y-axis begin at 0.5.

Observation 6. D-semble has higher search time than greedy
and random search, but finds much more resilient ensembles.

Observation 7. The diversity heuristic allows D-semble to find
more resilient ensembles faster.

6 Discussion
Threat to Internal Validity. We assume labels in the test dataset

match ground truth, which may not always hold. While we assume

faults in training data, we do not make the same assumption for

test data. As in software engineering, one does not assume that a

program and its tests are faulty [18].

Threats to External Validity.We evaluatedD-semble and other

approaches separately against each fault type. In reality, datasets

may contain multiple fault types. Evaluating D-semble against mul-

tiple fault types is an avenue for future work. Further, we evaluated

D-semble on datasets that are much smaller (i.e. fewer than 100K

training images) than most production datasets. As D-semble has to

repeatedly train models on the fault injected datasets, D-semble will

take longer to find resilient ensembles on larger datasets. Scaling

D-semble to larger datasets is also direction for future work.

Threats to Construct Validity. Genetic algorithms (GAs) can

occasionally be stuck at local optima. While this can be remedied by

mutation, local optima can still occur if the mutation rate is set too

low (Section 5.3). Alternatives to GAs such as simulated annealing

may overcome this problem. This is a subject for future work.

D-semble relies on Cleanlab to correctly identify mislabelled

data, but Cleanlab may report false positives and false negatives.

We mitigate this risk by raising the reporting confidence threshold,

and manually verifying the samples of reported mislabelling.

Applicability toOtherMLTasks andDataModalities.While

our focus is on image classification, ensembles have been applied

in object detection and text sentiment analysis [1, 6], so we believe

our results will be more broadly applicable. We focus on image

classification-based ML tasks for three reasons. First, these datasets

are highly mature [13]. Second, unlike object detection or image

segmentation, each entry in image classification datasets only con-

sists of an image and a single label, making it ideal to inject faults for

evaluation. Finally, image classification is supported by a wider va-

riety of ML architectures than other tasks. Thus, there is a stronger

motivation to search for resilient ensembles.

7 Related Work
ML with Faulty Training Data. Faulty training data has been

identified as a major threat to ML deployment, as it can seriously

degrade accuracies of trained models [45]. While data cleaning has

been proposed to remove faults [30], faulty training data can persist.

Prior work has instead focused on tolerating training data faults [8],

which include knowledge distillation [62], label smoothing [34],

robust loss functions [35], and ensembles [7, 61]. Ensembles were

found to be the most resilient among these techniques [8]. However,

finding the combinations of models for ensembles still requires

practitioner effort and heavy computational resources for training.

Neural Architecture Search (NAS). NAS automates the search

for a single neural network architecture for a given task, which is

related to ensemble search [33, 63]. While NAS has been largely

explored under fault-free training data, NAS returns architectures

with significantly lower accuracy under faulty training data [48].

Improved NAS methods incorporating robust regularization, and

injecting noise during NAS [29] have been proposed. However,

these techniques are dependent on the specific fault type and fault

amount. In contrast, D-semble makes no assumptions on the fault

amount, and is effective across common types of training data faults.

Ensemble Optimization. Ensemble optimization has focused

on reducing training redundancy of networks, while boosting accu-

racy, with fewer models [21]. In contrast, we aim to efficiently find

ensembles that maximize resilience against faulty training data. To

do so, models in the ensemble have to be repeatedly trained against

fault injected datasets, rendering the search space much larger than

finding accurate ensembles against fault-free datasets.

Genetic Programming (GP). GP using diversity as a heuristic

has been explored for traditional software engineering (i.e. non-ML

programs), including fault tolerance [15] and program repair [44].

Feldt [15] found that GP yields the most diverse three-version pro-

grams, though, not always the lowest failure rates. In contrast, we
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apply genetic algorithms to find resilient ML ensembles. Addition-

ally, Qi et al. [44] find random search can occasionally outperform

GP - this is why we use random search as one of our baselines.

8 Conclusions
Faulty training data can reduce the predictive capability of ML

applications. Thus, ML applications need to be resilient against

training data faults. Ensembles have been found to be highly re-

silient to training data faults but finding resilient ensembles is time-

consuming due to the large search space. We introduce D-semble,

a genetic-algorithmic approach to efficiently construct resilient

ensembles. D-semble generates 9%, 16%, 28%, 32% more resilient

ensembles compared to bagging, greedy search, random selection,

and the best individual model respectively within reasonable time.

D-semble’s ensembles are also resilient across fault types.
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